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4.1.2 NETWORK-BASED IP VIRTUAL PRIVATE NETWORK 

SERVICES (NBIP-VPNS) (L.34.1.4, C.2.7.3, M.2.1.2) 

Qwest achieved an industry first with our Network-Based IP VPN 

services. Our Networx NBIP-VPNS uses the Qwest converged IP core to 

support any access method and deliver multiple classes of service. 

Qwest’s Network-Based Internet Protocol Virtual Private Network 

Services (NBIP-VPNS) are delivered using Qwest’s Multi-Protocol Label 

Switching (MPLS)-based private IP network and Qwest integrated Secure 

Remote Access solutions. Qwest’s NBIP-VPNS is ideal for seamless 

integration of customer sites with a variety of security and bandwidth 

requirements of up to OC-192. Qwest uses cutting-edge MPLS-based VPN, 

Label Switched Path (LSP) routing and Quality of Service (QoS) technology 

based on RFC 4364 standards defined by the Internet Engineering Task 

Force (IETF). In addition to a robust domestic capability, Qwest’s NBIP-VPNS 

solutions connect VPN users from domestic and non-domestic locations 

using the Qwest network and our multiple international MPLS service provider 

suppliers with end-to-end Qwest responsibility.  

Leading-edge Inter-Autonomous System (AS) MPLS connections into 

the Qwest private MPLS VPN network enhance Qwest’s ability to provide 

seamless, standards-based MPLS VPNs around the world. Qwest currently 

provides world-class customer support, NBIP-VPNs access, and transport 

solutions and integrated router-based solutions to demanding Government 

and commercial customers such as  
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4.1.2.1 Qwest’s Technical Approach to NBIP-VPNS (L.34.1.4.1, C.2.7.3.1-

2.7.3.1.3) 

Qwest NBIP-VPNS enables the Government to create secure VPNs 

that range from dial-up voice and ISDN Internet access to dedicated high-

speed optical connections. Qwest has dedicated support organizations, 

coordinated by the Qwest Networx CPO, to engineer, install, maintain, and 

evolve our delivered service to meet the Government’s NBIP-VPNS 

requirements. Qwest delivers NBIP-VPNS using Provider Edge (PE) network 

routers. These routers are both physically and logically separated (at both 

forwarding and control planes) from Qwest’s Public Edge IPS access routers 

and are used exclusively for NBIP-VPNS customer’s MPLS private IP traffic. 

This PE platform leverages the tremendous backbone bandwidth of our 10 

Gbps-based private MPLS core. Its “any access anywhere” design is 

completely in step with the Networx requirements for flexible, dedicated 

access. As required, Qwest supports a full range of wireline access and 

broadband access methods for this service. Qwest provides end-to-end 

engineering, monitoring, and trouble management to ensure service 

excellence for the NBIP-VPNS customer. 

4.1.2.1.1 Approach to NBIP-VPNS Delivery (L.34.1.4.1(a)) 

Qwest’s approach to NBIP-VPN service delivery encompasses the 

network platforms, people, and operational processes that deliver exceptional 

services. Qwest collaborates with our customers to identify requirements and 

deliver the services that best suit their needs. Our NBIP-VPNS architecture 

takes full advantage of MPLS-enabled convergence to create one of the most 

efficient network platforms in the industry. Our network and suppliers provide 

the underlying service delivery infrastructure, ensuring worldwide continuity of 

service for Agencies. Our NBIP-VPNS leverages the high-performance Qwest 
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network widely in use by some of the most demanding Government 

customers today, . 

Proven Engineering Practices 

Qwest network planning and engineering organizations have created a 

highly robust,  

 

 

 Qwest 

continually monitors network performance and capacity utilization end-to-end 

to ensure the highest performance for all Qwest customers. 

Standards-Based, Global Network 

Domestically, Qwest’s NBIP-VPNS uses Qwest’s nationwide OC-192 

private MPLS core network as its backbone. The OC-192 backbone is 

explained in greater detail in Section 3.3, Approach to Networx Architecture. 

As shown in  
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architecture, planning, engineering, and operations organizations are all 

aligned to ensure network availability and feature flexibility. 

Qwest will work with Agencies to recommend and help select the right 

SED to meet their requirements. Qwest takes complete responsibility for the 

provisioning of any NBIP-VPNS. This includes the ordering and installation of 

the SED, the ordering and provisioning of the requested access method, 

configuration of the NBIP-VPNS, and complete test and turn-up.  

Once provisioned, a key element of service delivery involves the 

operational support that ensures the service meets performance goals. Qwest 

has  

 

 This 

provides unparalleled coordination, enabling enhanced trouble management 

for these complex services. For example,  

 

  

Qwest NOCs proactively monitor and alert on issues affecting the 

global MPLS/Internet access network and PE device realm, ensuring that 

potential problems are rapidly addressed. The Qwest NOCs are staffed with 

highly trained and experienced personnel who understand the Government’s 

network and internetworking equipment.  

NOC senior management continually reviews KPIs and best practices, 

verifying that appropriate preventive steps are taken to avoid problems and 

validate that customer service meets Acceptable Quality Levels (AQLs).  

 

 

 The portal accessible management tools enable dynamic 
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needs. From this system, we collect many useful metrics that we use 

internally to evaluate and improve our processes including Time to Restore 

(TTR). The calculation for TTR uses the same business rules as the 

Government requires for its services. 

For the NBIP-VPNS, all of the AQL/KPI metrics listed in Figure 4.1.2-9 

are assessed on an individual site or site-pair basis where applicable. This 

data is used to ensure that all Agency data network AQLs are systematically 

being supported by the network. Additionally, key network infrastructure 

interfaces (Aggregation Ports/Network to Network Interfaces, Trunk Ports) are 

monitored for Packet/Cell Loss (including errors and discards) and availability 

ensuring that no Agency AQL issues are traceable to key network 

infrastructure ports. 

Qwest will ensure the services delivered to Agencies follow a stringent 

reporting, management, and network capacity strategy to verify that all AQLs 

are delivered at a consistent acceptable level. Qwest NOC network 

management systems collect performance data  

 

 The NBIP-VPNS performance data 

information is  

 

 

 This information is 

distributed to internal databases where it will be posted to the Qwest Control 

Networx Portal. This portal provides Agencies with performance statistics to 

verify that customer-specified AQLs are met.  

Based on our past performance on similar programs, we expect actual 

network performance for NBIP-VPNS to exceed the performance targets set 

for Networx. Our network is designed to minimize the latency between 
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Agency SDP locations. Our current POP density and SDP-to-POP homing 

design is engineered to achieve  

. In addition, it is Qwest’s normal network planning  

 

 

Qwest will meet the Networx requirements for Outside Continental 

United States (OCONUS) latency of less than or equal to 150 ms average 

round trip transmission latency between Agency premise routers for an IP 

VPN, including CONUS and OCONUS sites. We will apply RFC 1242, RFC 

2285, or alternative test standards to ensure that link capacities and 

performance parameters are properly tested and configured in order to avoid 

congestion and properly manage traffic. 

Measuring SDP-to-SDP Latency, and the Role of SEDs 

All of Qwest’s IP-based services—which include IPS, NBIP-VPNS, 

PBIP-VPNS, Layer 2 Virtual Private Network Service (L2VPNS), Converged 

IP Services (CIPS), Content Delivery Network Services (CDNS), Voice Over 

Internet Protocol Transport Services (VoIPTS), and Internet Protocol 

Telephony Service (IPTelS))—  
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Qwest further understands that in these situation(s), and unless 

otherwise agreed to by Qwest and the user Agency, Qwest, when directed by 

the user Agency or by General Services Administration (GSA), will monitor, 

measure, and report the performance of the service for KPI/AQL and for SLA 

purposes either (1) on an SDP-to-SDP basis, by defining the SDP for 

performance metric measurement purposes for affected location(s) as being 

located at the connecting POP(s) of the location(s), or (2) on a POP-to-POP 

basis. If directed to use the latter method by the Agency, Qwest will comply 

with the following: 

 For all IP-based network services, the applicable POP-to-POP 

performance requirements to be used will be those defined in 

Section C.2.4.1, IPS.  

 For all other services, the service-specific SDP-to-SDP 

performance metrics will be applied on a POP-to-POP basis unless 

a stipulated POP-to-POP performance metric already applies for 

the associated service(s). 

In summary, three options are available: 

1. Standard SDP-to-SDP approach 

2. Auxiliary SED for SDP-to-SDP monitoring approach 

3. POP-to-POP approach 

Use of Statistical Sampling in lieu of Direct KPI Measurements 
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requirements—that is, that there is no access bottleneck that will cause 

significant packet loss. 

4.1.2.3 Satisfaction of NBIP-VPNS Specifications (L.34.1.4.3) 

Qwest will support all capabilities and locations and will deliver design 

expertise and knowledge while complying with all technical service 

requirements specified by the Networx RFP. Qwest’s NBIP-VPNS delivers a 

broad range of service features, functionality, and technical capabilities, all 

delivered from our standards-based MPLS VPN internetworking platform. 

Qwest’s NBIP-VPNS solutions will connect VPN users from Asia, Europe, 

South America, Africa, Australia, and all U.S. territories by using Qwest’s 

Global NBIP-VPNS interconnections and provider supplier networks.  

 

 

 

 

 

 

 

 

4.1.2.3.1 Satisfaction of NBIP-VPNS Requirements (L.34.1.4.3(a)) 

Qwest’s NBIP-VPNS provide IP MPLS VPN Intranet and Extranet 

based on RFC 4364 standard (MPLS VPNs via iBGP VPN Virtual Route 

Forwarding (VRF)). Qwest supports BGP dynamic routing or static routing as 

requested by Agencies.  

 

 

Qwest's NBIP-VPNS infrastructure complies with the accepted industry 

standards design development efforts Secure Sockets Layer (SSL) and IPsec 
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 We support QoS for 

several modes, including  

 

 

 

 

 

 

Qwest’s “any access approach” for our NBIP-VPNS includes the full 

QoS capability for several access methods, including: 
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to guarantee the availability of some minimum amount of bandwidth to other 
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Qwest was an early adopter of MPLS technology to provide high-

quality L3VPNS with the same security profile as traditional Layer 2 methods, 

such as ATM and FR. By early 2002, Qwest deployed an RFC 4364 L3VPNS 

using Label Distribution Protocol signaling with MPBGPv4 for VPN route 

distribution. Since the release of this functionality, we have completed two 

upgrades on the MPLS L3VPN infrastructure. Phase 1 Qwest MPLS VPN 

services were offered on a peered PE router basis; PE resources were 

shared between VRF and the data control plane servicing Internet customers. 

The second phase modified the MPLS L3 VPN platform by integrating Private 

PE routers, which were not connected to the Internet and are inaccessible 

from PE routers managing Qwest IPS customers’ Internet. These private PE 

routers are exclusively serving MPLS VPN customers. 

Presently, Qwest delivers network-based MPLS VPN services to many 

of the major Fortune 1000 financial, manufacturing, healthcare, and high 

technology corporations. Qwest’s customers, as well as third-party analyst 

reports such as , consistently praise our 

engineering and support services.  

4.1.2.4 Robust Delivery of NBIP-VPNS (L.34.1.4.4) 

Qwest’s has examined the demand set requirements for NBIP-VPNS 

and has determined that Qwest’s proven planning process meets all 

requirements. Qwest has strict engineering and design rules to ensure 

connectivity and robustness as well as systems and capacity needed to 

ensure network performance. 

4.1.2.4.1 Support for Government NBIP-VPNS Traffic (L.34.1.4.4(a)) 

Qwest has examined the NBIP-VPNS traffic requirements of the 

Government’s traffic model. Based on our current backbone utilization and 
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capacity, these bandwidth requirements will not require any significant 

backbone upgrades. In addition, the total number of ports required does not 

represent a number significant to our normal edge router capacity planning. 

Qwest closely and continuously monitors our edge router capacity and 

backbone network links and has an aggressive upgrade policy to minimize 

any effects of congestion on Agency traffic flows. 

4.1.2.4.2 NBIP-VPNS Congestion and Flow Control Strategies 

(L.34.1.4.4(b)) 

Qwest uses virtually unlimited backbone bandwidth and aggressive 

capacity planning to manage congestion in our data and voice services 

networks. Qwest data networks have significant POP redundancy,  
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4.1.2.4.3 NBIP-VPNS Measures and Engineering Practices (L.34.1.4.4(c)) 

The speed and size of Agencies’ telecommunications systems can 

grow easily and transparently on the Qwest network. Qwest has a history of 

adapting rapidly to meet customer requirements. For example,  

 

 

 

Qwest built our network to provide high availability to our customers. 

Qwest’s performance measures and engineering practices are designed to 

provide robustness of the access and backbone networks, ensure resiliency, 

and prepare for growth. Our design procedures, network modeling, and circuit 

route checks provide a high level of customer service. 

These practices include application of network design rules, network 

capacity modeling for failure scenarios, and circuit route check to ensure 

redundant and diverse routing. In addition, the design of our network unifies 

technologies under a common service platform, where all NEs are designed 

with resiliency and growth in mind. 

A consistent capacity management model is applied by a centralized 

engineering team for all data services. Qwest establishes design rules for 

both edge and backbone NEs. Using these rules as a guide, we gather usage 

statistics to verify network status and take corrective action as necessary. 

Every domestic and international edge aggregation device must have a 

minimum of two uplinks of the same speed to two different core backbone 
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devices for diversity and redundancy. Edge aggregation devices are those 

devices that directly terminate customer circuits. Usage statistics are 

gathered on every edge aggregation circuit, and reports are generated using 

these samples for weekly review. The cumulative utilization of the two uplinks 

(200 percent maximum) from an edge aggregation device must be kept to 

less than 100 percent so that if there is a failure on one of the two uplinks, the 

device will still be able to support all traffic with no service impact. When the 

cumulative utilization of the two uplinks reaches 70 percent, then an 

engineering order will be placed to add additional uplink capacity. Such 

capacity upgrades are typically completed within 30 days. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Qwest engineers continuously model network capacity using current 

and forecasted traffic to ensure that Agency traffic is routed efficiently through 

the network. This assists with properly sizing backbone links.  
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We analyze how the traffic utilization patterns will be affected under 

abnormal network conditions and then take the appropriate action, such as 

adding new nodes or links.  

 

 

 

When placing an order to have a new backbone link added to the 

network,  

 The new 

circuit route information will then be entered into the order to be carried out by 

the Qwest provisioning team. Qwest Engineering audits existing backbone 

circuits several times a year to make sure that the backbone links are diverse. 

 

 This 

takes into consideration the fact that multiple long-haul circuits may share a 

single conduit in some sections of the fiber network.  

 

 

 The new circuit route information will be 

entered into the order to be carried out by the Qwest provisioning team.  

Qwest's Network Planning and Engineering organizations use strict 

engineering rules to create the highly robust private MPLS core, Public PE, 

and border router architectures that comprise the Qwest domestic and Asian 

IP network. These organizations continually monitor network performance 

and the capacity utilization of core network connections and our peering 

points to ensure the highest performance for Agencies. 
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4.1.2.5 NBIP-VPNS Optimization and Interoperability (L.34.1.4.5) 

Qwest network engineering and planning have a history of improving 

the technology and performance of our NBIP-VPNS. Qwest evolved from a 

SONET-based OC-48c (2.5 Gbps) backbone with a few core routers to a 

private core/provider edge router architecture using 10 Gbps MPLS-based 

transport.  

 

 

 

 

4.1.2.5.1 Optimizing the Engineering of NBIP-VPNS (L.34.1.4.5(a)) 

Qwest closely monitors the KPIs (latency, packet loss, and jitter) and 

constantly optimizes network performance. Qwest's approach to optimizing 

the engineering of IP-based and optical services begins with the collection 

and analysis of network performance data, such as availability, packet 

delivery rate, delay, and jitter.  

 

 

 

 

 

 

 

 

4.1.2.5.2 Methods Applied to Optimize the Network Architecture 

(L.34.1.4.5(b)) 

We use a variety of methods to optimize our network architecture. The 

current Qwest network-based MPLS service offering is built on a nationwide 
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OC-192 core IP/MPLS network. The Qwest Internet network consists of  

 

 

 Most of the network was 

built within the last five years, including all aspects from the optical layer to 

the IP NEs. Therefore, Qwest has the advantage of not having to 

accommodate pockets of legacy equipment in our MPLS network.  

Even though we do not have legacy equipment in our network, we are 

constantly evaluating and optimizing the network architecture, primarily due to 

the following:  

e) Services – what services are riding on the network for our 

customers? 

f) Network Growth – what is the projected utilization of the network? 

g) Technology Evolution – what new technology is available that will 

help us deliver better service to our customers? 

Architecture Optimization for Services 

As Qwest is in the business of providing network services, the 

architecture and behavior of the network is predominantly based on the type 

of service being provided.   Every product is developed and tested against the 

current architecture before it is launched. If the existing architecture does not 

support the product, the network is modified and optimized. 
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Architecture Optimization for Network Growth 

The IPS network has been carrying a growing amount of traffic. As the 

volume of traffic grows, the network architecture is reviewed to ensure that it 

is still scalable and that it can be improved to continue to provide excellent 

service to customers. 

As the IPS network started growing, our OC-48 backbone links were 

no longer sufficient to carry the traffic. Using our transport network, we 

changed the underlying architecture to use wavelength-based 10 Gbps 

circuits to connect the core routers. As our customers still required 

transparency to network outages, we implemented MPLS FRR to provide 

better protection on the network. We are now working on 40 Gbps solutions 

for the IPS network. 

Architecture Optimization for Technological Advances 

Over the years, the IPS network has evolved to a strategic network for 

Qwest, and Qwest has always stayed ahead of the technology. As the 

equipment vendors have provided improved platforms with more features and 

functionality, Qwest evaluates them against the current architecture. With the 

help of this evaluation, Qwest can optimize any part of the network and grow 

with services and customer requirements.  

 

 

For Qwest, the architecture is dynamic and needs to be optimized by 

using any and all the technology and methodology available to meet Agency 

requirements in a cost-effective manner. We are a facility-based provider with 

our own fiber, transport, and IPS network, as shown in the previous 

examples. We leverage technology and architecture at all layers of the 

network to deliver and build a best-of-class network. 
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4.1.2.5.3 Access Optimization for NBIP-VPNS (L.34.1.4.5(c)) 

Qwest's IP network capability has global coverage.  

 

 

 

Qwest is able to offer efficient, cost-effective access to IPS. In addition, 

through supplier networks, Qwest supports access to an extensive list of 

countries. 

Qwest has designed, engineered, and deployed multi-service edge 

switch routers with high-port density to provide a full suite of services for 

diverse customer applications.  
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In summary, the Qwest backbone has been transformed from primarily 

serving Internet traffic to a general purpose packet transport network  

 

 

 




